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1. Digital Logic and Circuits and Discrete Mathematical Structures : Number Systems, Boolean algebra and Logic
Gates, Simplification of Boolean Functions, Combinational Circuits, Sequential Circuits, Memory circuits, Sets,
Relations and Functions, Mathematical Logic, Boolean algebra, Combinatorics and Recurrence Relations, Graph theory.
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2. Computer Organization and Architecture : Stored Program Concept, Components of a Computer System, Machine
Instruction, Op codes and Operands, Instruction Cycle, Organization of Central Processing Unit, ALU, Hardwired and
Micro programmed Control Unit, General Purpose and Special Purpose Registers Memory Organization, 1/O
Organization, Functioning of CPU, Instruction Formats, Instruction Types, Addressing Modes, Common
Microprocessor Instructions, Multi-core Architecture, Multiprocessor and Multicomputer.
HIHET WIS 3 ATIheTT—WHET FRHH P TR, FFee fqwn & ek, Teid oevH, rss o s,
TR T, Y TS, Wi w1 Fme, dw wEy, e yeR, ST o, S aesheeeR i, 9 @)

FIHA, TG T I g TR |

3. Data Structures and Algorithm : Definition and types, Linear Structures, Non-Linear Data Structures, Hashing and
Collision Resolution Techniques. Searching and Sorting, Algorithms, Analyzing. Algorithms, Complexity of algorithms,
Growth of functions, Performance measurements, Advanced Data Structures, Red-Black trees, B — trees, Binomial
Heaps, Fibonacci Heaps. Introduction to Design Techniques: Divide and Conquer, Greedy algorithms, Optimal
Reliability Allocation, Knapsack, Minimum Spanning trees Prim's and Kruskal's algorithms, Single source shortest paths
— Dijkstra's and Bellman Ford algorithms. Dynamic Programming, Kanpsack, All pair shortest paths — Warshal's and
Floyd's algorithms, Resource allocation problem. Backtracking, Branch and Bound with examples such as Travelling
Salesman, Problem, Graph Coloring, n-Queen Problem, Hamiltonian Cycles and Sum of subsets. Algebraic
computation, fast Fourier Transform, String Matching, Theory of NP — completeness, Approximation algorithms and
Randomized algorithms.

22T TOAE 3R wmer fafr—aRamn ok yr, s @1, R W 9w, 2R o ehte, RSfegem dais,
9 3R TR teifen, faveor teiRen &t Sfeem, & yavlq, a9 & gy, 390 a1 T, ord-Felt e, fi-
&7 fguda &, WA 2 feaed dais 1 IRea faafsd o S, dret Tenien, san fygeaar sided, s
T bl gU TS - A SR FEhd Telied, Uha i el ®iel Ani-faskd SR Som Big ueniied, wieeia
e, o, qeft SIS F g 21 - avieq o welse % UeiRed, HHHe e W, JoUl YOTHE, Rl 3K
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4. Problem Solving through C Programming : Basic Programming Concepts, Introduction to: C Programming Language
and programming in C.
Ht WA o WTeAw ¥ WU T hiAT— 1ol ST srerend, € S am &1 o o @ s

5. Object Oriented Techniques: Object orientation, Encapsulation, information hiding, polymorphism, generosity, Object
Oriented modeling, UML, Structural Modelling, Behavioural, Modelling and Architectural Modelling. Object Oriented
Analysis, Object oriented design, Object design, Structured analysis and structured design (SA/SD), Jackson Structured
Development (JSD). Object oriented programming style. Introduction to Java, Java Beans, Enterprise Java beans (EJB), Java
Swing, Java as Internet programming language. The connectivity model, JDBC/ODBC, Bridge, Introduction to servlets.
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10.

11.

12.

13.

. Operating System: Definition, Design Goals, Evolution, Structure and Functions of Operating System. Process

Management, Memory Management, Concurrent, Concurrent Processes, File and Secondary Storage Management,
UNIX and Shell Programming, Windows Programming.

ATRFET Faew—afam, fESeT o, HAva Safd, G 3N AT ey & &, s v6uq, a9 geee,
gHadf Sfard, FEet 3R meAfts JeReT S, I IR @ia S, e S

. Database Management Systems: Database Systems, View of Data Models, Database Languages, DBMS Architecture,

Database Users and Data Independence. ER Modelling Relational Model, Introduction to SQL Relational Database
Design, Database Security, Transaction Management, introduction to Query. Processing and Query Optimization,
Concurrency Control, and Recovery Techniques.
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. Computer Networks: Network definition, network topologies, network classifications, network protocol, layered

network architecture, overview of OSI reference. Model, TCP/IP protocol suite. Data Communication Fundamentals and
Techniques, Networks Switching Techniques and Access mechanisms, Data Link Layer Functions and Protocol,
Multiple Access Protocol and Networks, Networks Layer Functions and Protocols, Transport Layer Functions and
Protocols, Overview of Application layer protocol.
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. Software Engineering: Definition, Software development, and life-cycle models, CMM, Software Quality, role of

metrics and measurement. Requirements Analysis and Specification, Software Project Planning, Software Architecture,
Software Design and implementation, Software Testing and Reliability.
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Internet Technology, Web Design and Web Technology: Internet Technology and Protocol, Internet Connectivity,
Internet Network, Services on Internet Electronic Mail, Current Trends on Internet, Web Publishing and Browsing,
HTML, Programming Basics, Interactivity Tools Internet. Security Management Concepts, Information Privacy and
Copyright Issues, Web Technology: protocols, development strategies, applications, Web project and team. Web Page
Designing, Scripting, Server Site Programming.
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System Analysis And Design: Analysis and Design of a System, documenting and evaluating the system, Data
Modelling, Development of Information Management System, Implementation, Testing and Security Aspects.
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T T SOt 1 fae, et qderT s geen ved

Information Security and Cyber Laws: Distributed Information Systems, Role of Internet and Web services, Threats
and attacks, Assessing Damages, Security in Mobile and Wireless Computing, Security Threats to E-Commerce, E-
Governance and EDI, Concepts in Electronics payment systems, E-Cash, Credit/Debit Cards. Physical Security-Needs
Disaster and Controls, Basic Tenets of Physical Security and Physical Entry Controls, Access Control Model of
Cryptographic Systems, Design and Implementation Issues, Policies, Network Security, Attacks, Need of Intrusion
'Monitoring and Detection, Intrusion Detection. Security metrics — Classification and their benefits. Information Security
and Laws, Ethics-Ethical Issues, Issues in Data and Software Privacy. Overview and types of Cyber Crimes.

oA G 3T WigeR HA—f3aRka gaar onel, s # fie o a9 Tard, smfeal s g, g @
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Computer Graphics: Types of computer graphics, Graphic Displays Random scan displays, Raster scan displays,
Frame buffer and video controller, Line and Circle generating algorithms, Transformations, Windowing and Clipping.
Three Dimensional graphics, Curves and Surfaces, Hidden Lines and Surfaces.
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1. Which one of the following is prefix
representation of the infix expression
A*(B+C)/D?

AR &SR A*(B+C)/D 1 TUfther =isteh
e dawe - ard?

(a) /*A+BCD

(b) A+B/CD

(c) +*AB/CD

(d) None of the above/?fclé?ﬁ 79 & T8

Ans. (a) : Given infix expression
A*B+C)/D
To convert the infix expression in to prefix notation,
follow these steps
(A*B+C)/D)
(A * (+ BC))/ D)
((* A(+ BO)) D)
/(* A(+BC))D
/* A+ BCD
So, the prefix expression is /*A + BCD.

2. A B-Tree is of order p and consists of n keys.

Its maximum height is

T B-Tree, iraent 7 p € wa fad n St

g, o srfreRaw semg €

(a) 10g(P/2) (n+l)/2

(b) logpn

(¢) loggpm)(ntl)

(d) None of the above/39dt H & ®1g el
Ans. (a) : B-tree is a self-balancing tree data structure
that maintains sorted data and allows searches,
sequential access, insertions and deletions in
logarithmic time. A B-tree is of order p and consists of]
n keys. The maximum of the B-tree is

n+l
hmax = 1ng/Z (Tj

The minimum height of the B-tree is
h,, = [10gp (n+ 1)} -1

3. The following postfix expression with single-
digit operands is evaluated using a stack:

Rier-fefite stm=ew & @y fr=r ureftrea
SR S ¥k oh TANT | qodich gotl § ¢

8237/23*+51%-
(Note that * is the exponentiation operator.)
The top two elements of the stack after the first
* is evaluated, are

(T € A Teoh THEURTIRTE SIfolet §) uger
* o Yodich o A1g Weh o of Y Uiy
EL

(a) 6,1

(b) 5,7

(c) 3,2

(@ 1,5
Ans. (a) : Given postfix expression-

8237/23* + 51 * —

To evaluate the given postfix expression step by step
using a stack.
Push 8, Stack : [8]
Push 2, Stack : [8, 2]
Push 3, Stack : [8, 2, 3]
Operator " (exponentiation)
compute 2° = 8, Stack: [8, 8]
Operator/ (Division),
compute 8/8 =1, Stack : [1]
Push 2, Stack : [1, 2]
Push 3, Stack : [1, 2, 3]
Operator * (Multiplication)
compute 2x 3 =6, Stack : [1, 6]
At this point, the first * is evaluated. The top two
elements are 6, 1.

4. A hash function defined as f{key) = key mod 7
with linear probing is used to insert the keys
37, 38, 72, 48, 98, 11, 56 into a table indexed
from 0 to 6. What will be the location of 11?

Ueh B9 e f(key) = key mod 7 & &7 U
whifeer wifei & @, gl €1 3@ wanT
vt 37, 38, 72, 48, 98, 11,56 <l 0 & 6 %
&t arferent W IR & o fera femam =
et 11 T T T ERTT?

(a) 3 (b) 4

(c) 5 (@) 6
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Ans. (c) : To determine the location of the key 11 in the
hash table, apply the given hash function and resolve
collisions using linear probing.

Given hash function

f(key) = key mod 7

step-by-step insertion of keys-

Index | Key
0 98
56
37
38
72
11
48

NN B[ W|DN|—

Final Hash Table-
Insert 37:

37mod 7=2

key 37 is placed at index 2
Insert 38:

38 mod 7 =3

key 38 is placed at index 3
Insert 72:

72 mod 7=2

Index 2 is occupied (collision),

So we use linear probing to find

the next available index:

check index 3 — Occupied

check index 4 — Free

key 72 is placed at index 4
Insert 48:

48 mod 7=06

key 48 is placed at index 6
Insert 98:

98 mod 7=0

key 98 is placed at index 0.

Insert 11:
11 mod7=4
Index 4 is occupied, so we use linear probing.
Check index 5 — free
key 11 is placed at index 5.
Insert 56:
56 mod 7=0
index 0 is occupied, so we use linear
probing check index 1 — free
key 56 is placed at index 1.

5. The concatenation of two lists

is to be
performed in O(1) time. Which of the following
implementations of lists could be used?

q T o SEAFHEATE O(1) T9T | 2T B
= o @ fopm fere-wmai=aa= &t STt g
=feu?
(a) Singly linked list/f&Telt fefae foree
(b) Doubly linked list/gactt feige fore
(c) Circular doubly linked list

Ther saal foge fore

(d) Array implementation of list

fe &1 W sE=aq

Ans. (c) : As list concatenation requires traversing at
least one list to the end. So singly linked list and doubly
linked list requires O(n) time complexity whereas
circular doubly linked list required O (1) time.

So, the location of key 11 is index 5.

6. Match List-I with List-II and select the correct
answer using the codes given below the Lists:

Tefi-1 &t FEh-11 & gafaa st qar gt
o et fou T e w1 e o W S g

List-1/g=ft-1 List-TI/g=t-11
A. | All-pairs shortest | 1. | Greedy/frEt
path/aﬁ?r-aﬂ'ﬁ
wieeE Wy
B. | Quicksort/fherdie | 2. | Depth-first
search
S-THE Y
C. | Minimum weight 3. | Dynamic
spanning tree programming
forformm g wf TSR
# ST
D. | Connected 4. | Divide and
components conquer/f$aEs
FHARS KT e Hi=RR
(a) A B C D
2 4 1 3
b) A B C D
3 4 1 2
(c) A B C D
3 4 2 1
d) A B C D
4 1 2 3

LT Grade Computer Science, 2018
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Ans. (b) : Correct Match-
List -1 List-II
A. All - Pairs shortest path 3. Dynamic
programming
B. Quick sort 4. Divide and conquer
C. Minimum weight 1. Greedy
spanning
D. Connected components 2. Depth - firsth search

7. Which of the following algorithms solves the
all-pairs shortest path problem?

fore & A A -
T WTeeTH el BT S Hehell &7

(a) Dijkstra's algorithm/f&SH&T QF‘"I'VI'W

(b) Floyd's algorithm/%aTae Temifay

(c) Prim's algorithm/fH QF‘TVIWH

(d) Warshall's algorithm/aTth_d' @F‘Tﬁﬁﬁ

Ans. (b) : The floyd - Warshall algorithm (also known
as floyd's algorithm) is an algorithm for finding shortest
paths in a directed weighted graph with positive or
negative (or zero) edge weights (but with no negative
cycles). It is used to solve the all - pairs shortest path
problem.

8. Which of the following sorting algorithms has
the worst time complexity of nlog(n)?

= § ¥ frw wifdT Temiien &t aw egH

HITATEFIST nlog(n) Bt &7

(a) Heapsort/?'sﬁ"WTi‘c

(b) Quicksort/fFHaid

(c) Insertion sort/STHEA Hie

(d) Selection sort/faeieRT e
Ans. (a) : Heapsort is a comparison - based sorting
algorithm which can be thought of as implementation of|
selection sort using the right data structure. In heap sort,
we use binary heap so that we can quickly find and

move the max element in O (log n) instead of O (n) and
hence achieve the O (n log n) time complexity.

9. What is common in three different types of
traversals (inorder, preorder and postorder)?

= @ @ *-wn weft = Sadat (g9-anEy,

- 2TET 3R Me-31iEy) # o g 272

(a) Root is visited before right subtree
® &I T2 T4 ¥ T e & 2

(b) Left subtree is always visited before right
subtree/aTd Ha-¢1 I A ¢ o ¥ g
fafste e 2

(c) Root is visited after left subtree
&2 % ¢ FE-21) % 9% e & 2

(d) All of the above/39th T+t

Ans. (b) : In all three types of binary tree traversals

(inorder, preorder and post order) the left subtree is

always visited before the right subtree, irrespective of

when the root node is visited.

(1) Preorder traversal - Root — Left subtree — Right
subtree

(i1) Inorder traversal - Left subtree — Root — Right
subtree

(iii) Post order traversal - Left subtree — Right subtree
— Root

In each case, the left subtree is consistently visited

before the right subtree.

10.

Which of the following is correct recurrence
relation for worst caset of binary search?

S T o 9 ¥ & O 1§ ¥ @E-
T wEt e R 272
(a) T(n) =2T(n/2) + O(1)
T(1)=T(0) =0O(1)
(b) T(n) =T(n/2) + O(n)
T(1)=T(0)=0O(1)
(¢) T(n)=Tm/2)+ O(1)
T(1)=T(0)=0O(1)
(d) T(n)=T(n/2) + O(log n)
T(1)=T(0)=0(1)
Ans. (¢) : In Binary Search, we first compare the given
element with middle of the array. If given element
matches with middle element, then we return middle
index otherwise, we either recur for left half of array or
right half of array. So recurrence is T (n) =T (n/2) + O

(1)and T (1)=T (0) =0 (1).

11.  Which of the following traversal techniques

lists the nodes of a binary search tree in
ascending order?

fr dade aefiet o @ @w=-An, Sl 99
2t % ISt o SR W W gefieg wear 72

(a) Postorder/dRe-311gx

(b) Preorder/i-31f€X

(¢) Inorder/3-311EX

(d) None of the above/?fclﬁ?ﬁ ¥ g g T2

Ans. (¢) : Inorder traversal lists the nodes of a binary
search tree in ascending order. This traversal technique
visits the nodes in the following order.

(i) Left subtree

(i1) Root

(iii) Right subtree

As a result, inorder traversal lists the nodes of a binary
search tree in increasing order.

LT Grade Computer Science, 2018 7
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12. A hash table of length 10 uses open addressing
with hash function h(k) = kmod 10 and linear
probing. After inserting 6 values into an empty
hash table, the table is shown below:

TS 10 Y Teh &9T TeTeRl, 89T Hetd h(k) =
kmod 10 3 wfifer Wt & wg ovu=

U T SUNT Tt &1 Teh et 29T aTfeTeht

o 6 | ST o Sg ATfeTeRt FEATIER §
0
1
2 42
3 23
4 34
5 52
6 46
7 33
8
9

Which of the following choices gives a
possible order in which the key values
could have been inserted in the table?/fe
T ¥ E-TT foeheq e |OTfaa o
s & arfetem § WU A S W
Heha &7
(a) 46,42,34,52,23,33
(b) 34,42,23,52,33, 46
(c) 46,34,42,23,52,33
(d) 42,46, 33,23,34,52
Ans. (¢) : The question involves a has table of length 10
using open addressing and linear probing with the hash
function h(k) = kmod 10. We need to determine the
correct sequence of insertion based on the given table.
Option (c) : 46, 34, 42, 23, 52, 33
o Insert 46 — 46 mod 10 =6
placed at index 6.
o Insert 34 — 34 mod 10 =4
placed at index 4.
o Insert 42 — 42 mod 10 =2
placed at index 2.
e Insert 23 — 23 mod 10 =3
placed at index 3.
o Insert 52 — 52 mod 10 =2
collision — next available index is 5.
e Insert 33 - 33 mod 10 =3
collision — next available index is 7.

Matches the given table, So the possible orders of]
insertion is 46, 34, 42, 23, 52, 33.

13.  C was primarily developed as a
C g&a: Taefaa =t T8
(a) system programming language
ST SENfET AT % &9 H
(b) general purpose language
Y= 32YF 9 & &9
(c) data processing language
22T THWRUT AT & &9 H
(d) None of the above/@"ﬂ?ﬁ ¥ g i T2

Ans. (a) : C was primarily developed as a system
programming language, particularly for writing
operating systems and low level applications. It was
created by Dennis Ritchies in the 1970s for the
development of the UNIX operating system.

14.

The minimum number of temporary variables
needed to swap the contents of two variables is
T et ¥ FEw W WO w ¥ AU
aw areerelt IRusent s weA R gefi?
(a) 1 (b) 2

(c) 3 (d) 0

Ans. (a) : The minimum number of temporary variables
needed to swap the contents of two variables is 1.
Swapping the values of two variables generally means
exchanging the contents of one variable with another.
15.

The program fragment
T T

inta=5,b=2;

printf (" %d", a ++ + ++ b);
(a) prints 7/f= Tt 27
(b) prints 8/ = & 8 8
(c) prints 9/ fi=e HEdt 29

(d) None of the above/@"ﬂ?ﬁ T3 3 T

Ans. (b) : In given program fragment, the expression
'at+ + ++b' is evaluated as at+(++b) due to the
precedence of the increment operator ++.

The first '++' is the pre-increment operator applied to b,
so b becomes 3. Then, the expression becomes a + 3,
where a is 5.

Thus, the outputis 5+3 =28

So, the correct answer is option (b) prints 8.

16.

Consider the following program segment in C
programming language :
C gt 9 & e wamw-wve W faem
w
i=6720;)=4;
while ((i % j) ==0)
fi=i/j;j=j+15}

LT Grade Computer Science, 2018 8
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On termination, j will have the value
[ U j hT |/ B
(a) 4
(b) 8
() 9
(d) 6720
Ans. (¢) : Analyze the given C program segment.
o Initially, i= 6720 and j = 4
e The while loop will continue as long as (i%j) = = 0,
meaning i is divisible by j.
First iteration (j = 4):
®1%4==6720 % 4 ==0 (true),
so the loop executes.
® Now, i =1/j = 6720/4 = 1680
ej=j+t1=4+1=5
Sixth iteration (j = 9):
*i%9 % 9 == 0 (false)
So the loop terminates.
Hence, the loop terminates when j = 9, so the value of j
at termination is 9.

17.

Cosider the following segment of C code :

C & & 7 @ug W foaem & -

int j, n;

j=1

while (j <=mn) j =j*2;
The number of comparisons made in the
excution of the loop for any n>0 is et off

n>0 % 7T Tu & feares § & ¢ germett @
e ¥

(a) (10g2 n—| +1

(b) n

(©) (10g2 n—|

(d) Llog2 nJ +1

Ans. (d) : The loop continues while j < n. Each iteration
of the loop multiplies j by 2.
After k iterations:
Tkhe value of j after k iterations can be represented as j =
2"
To find the number of interations k when the loop stops,
we need to solve:

2%<n
Taking the logarithm (base2) on both sides

k <log,(n)
Since k must be an integar, the maximum number of
complete iterations is

k=|log,n |+1
Thus, the number of comparisons made in the execution
of the loop is | log, n |+1

18.  What will be the output of the following?
T &t Tt (output) == gem?
main ()
{
inta="A";
printf ("' %d", a);
}
(a) A
(b) a
(c) 65

(d) Compilation error/HFTE¥ I

Ans. (¢) : The variable a is declared as an int and
initialiazed with the value 'A'. In C, characters are
represented by their ASCII values. The ASCII value for
the character 'A' is 65. The output of the printf function
will be 65.
19. What will be the output of the following
program?
f= v w1 feta (output) /T R TT?
int f (int x)
{

static int y;

yt=x;
return (y);

}
main ()
{
int a, i;
for (i=0;1i<6;it+t)
a=1(i);
printf (" %d", a);
}
(a) 6
(b) 8
(c) 10
(d) 15

Ans. (d) : The function f uses a static int y. The static
keyword ensures that the variable y retains its value
between function calls. The loop in the main function
calls f six times with values from 0 to 5, and the return
value of f is assigned to a each time.

So, after the last interation 'a' will be equal to 15. The
final output will be 15.

20.

Which of the following is not a storage class
specifier in C programming language?

C Wi amer § fre § § -9 U 'R
FATE WFIHTER TE &7
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(a) Register/TRT=
(b) Volatile/aaemEa
(¢) Extern/Tage+
(d) Typedef/TTEUSH

Ans. (b) : In C programming language, Register, Extern
and Typedef are storage class specifiers. However,
volatile is not a storage class specifier. It is a type
qualifier that tells the compiler that a variable's value
may be changed in ways not explicitly specified by the
program.

21.

In C language
C 9T H

(a) parameters are always passed by values
it i gHET AT S 2 value FRT
(b) parameter are always passed by reference

Gefiedl sl gHN ST ST @ reference R

(c) non-pointer variables are passed by value and
pointers are passed by reference/non-pointer
variables &1 value FN 3R pointers H

reference R 9T ST 2
(d) parameters are alsways passed by value

result/THE T gAY AST ST @ value
result ST

Ans. (a) : In C programming language, parameters are
always passed by value. This means that when a
function is called, the value of the orguments are copied
to the function's parameters. Any changes made to the
parameters inside the function do not affect the original
arguments. Even when pointers are passed to a function,
the pointer are passed to a function, the pointer itself is
passed by value, although it can be used to modify the
data it points to.

22.

What does the following C statement mean?

frrefafaa ¢ wo= w1 = oref 872
scanf ("' %4s', str);

(a) Read exactly 4 charaters from console
FHA T I 4 BT TQ@W

(b) Read maximum 4 characters from console
HAIT ¥ SAfhad 4 HFT TQM

(c) Read a string in multiples of 4
4% TS H ws R ggm

(d) None of the above/3udt H & &g el

Ans. (b) : The C statement 'Scanf ("%4s",str);' means
that the function will read a maximum of 4 characters
from the console input and store them in the 'str' array.
This includes any spaces and the null terminator, which
signifies the end of the string. Therefore, the correct
answer is option (b).

23.  Assume the following C variable declaration:

ferafefiaa C variable declaration ST 0T &
int * A [10], B [10][10];
Among the following expressions, which will

not give compile time errors if used as left-hand
side of assignment statements in a C program?

= srfireafral @ | SIA-91/9 HiWEd 2By

e 7 FTW/ER, A T C Im § Ave-is

IMTFAHE ReH= T T¥E FanT fehar Sma?

L AJ2]

II. A[2][3]

I11. B[1]

IV. B[2][3]

(a) L, 11 and IV only/®aa I, II T& [V

(b) I, 111 and IV only/&ae 11, Il W& IV

(c) 11 and IV only/&aet 11 R IV

(d) IV only/&aa IV
Ans. (a) : Among expression 1. A[2], II. A[2] [3], and
IV. B[2] [3], only III B [1] will yield a compile - time
error when used as the left-hand side of assignment
statements. Arrays aren't assignable in C. The rest are

valid assignments referencing pointers or specific array
elements.

24,

What is the output of the following C program?
= ¢ v @ e (output) &AW ERTT?
# include
int main ()
{
int index;
for (index = 1; index <= 5; index ++)
{
printf (""%d", index);
if (index ==3)
continue;
¥
}
(a) 1245
(b) 12345
(c) 12245
(d) 12354
Ans. (b) : In given C program, the continue statement
skips the remaining statements in the current interation
of the loop and proceeds to the next itration. In this
program, there are no statements after the continue, so
its presence doesn't affect the program's behavior.

The output is simply the numbers from 1 to 5 printed
sequentially 12345.
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