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Gòej ØeosMe ueeskeâ mesJee DeeÙeesie Sue.šer. «es[–hejer#ee Ùeespevee SJeb hee"Ÿe›eâce
hejer#ee nsleg 150 Jemlegefve‰ yengefJekeâuheerÙe ØeMveeW Jeeuee Skeâ ØeMvehe$e nesiee~ efpemekeâe ØelÙeskeâ ØeMve 01 Debkeâ keâe nesiee~ ØelÙeskeâ ieuele Gòej 
kesâ efueS 1/3 (0.33) Debkeâ oC[ kesâ ™he ceW keâeše peeÙesiee~  
Gòeâ ØeMvehe$e oes YeeieeW ceW nesiee~  
ØeLece Yeeie– meeceevÙe DeOÙeÙeve – 30 ØeMve (Jemlegefve‰ Øekeâej)    
efÉleerÙe Yeeie– cegKÙe efJe<eÙe – 120 ØeMve (Jemlegefve‰ Øekeâej) 
kegâue ØeMveeW keâer mebKÙee – 150 

hejer#ee DeJeefOe– 2 Iebšs (120 efceveš).....hetCeeËkeâ 150 

efJe<eÙe–keâchÙetšj
1. Digital Logic and Circuits and Discrete Mathematical Structures : Number Systems, Boolean algebra and Logic

Gates, Simplification of Boolean Functions, Combinational Circuits, Sequential Circuits, Memory circuits, Sets,

Relations and Functions, Mathematical Logic, Boolean algebra, Combinatorics and Recurrence Relations, Graph theory.

ef[efpešue leke&â Deewj meefke&âš Deewj Demelele ieefCekeâerÙe mebjÛeveeÙeW–mebKÙee ØeCeeueer, yegefueÙeve yeerpeieefCele Deewj leke&âMeeŒe heâeškeâ, yegefueÙeve keâeÙeeX
keâe mejueerkeâjCe, mebÙeespeve meefke&âš, Deveg›eâefcekeâ meefke&âš, cesceesjer meefke&âš, mecegÛÛeÙe, mecyevOe Deewj keâeÙe&, ieefCeleerÙe leke&â, yegefueÙeve yeerpeieefCele,
mebÙeespekeâ Deewj hegvejeJe=efòe mecyevOe, «eeheâ efmeæevle~

2. Computer Organization and Architecture : Stored Program Concept, Components of a Computer System, Machine

Instruction, Op codes and Operands, Instruction Cycle, Organization of Central Processing Unit, ALU, Hardwired and

Micro programmed Control Unit, General Purpose and Special Purpose Registers Memory Organization, I/O

Organization, Functioning of CPU, Instruction Formats, Instruction Types, Addressing Modes, Common

Microprocessor Instructions, Multi-core Architecture, Multiprocessor and Multicomputer.

keâchÙetšj mebie"ve Deewj Jeemlegkeâuee–me«eefnle keâeÙe&›eâce keâer DeJeOeejCee, keâchÙetšj efmemšce kesâ Ieškeâ, ceMeerve DevegosMeve, Dee@hekeâes[ Deewj Dee@hejwv[,
efveoxMe Ûe›eâ, mesCš^ue Øeesmesefmebie Ùetefveš, S.Sue.Ùet., Ùev$emLe Deewj ceeF›eâes Øees«eece efveÙeb$eCe FkeâeF&, meeceevÙe ØeÙeespeve Deewj efJeMes<e ØeÙeespeve jefpemšj,
cescesejer mebie"ve, Fvehegš mebie"ve, meerheerÙet keâe keâecekeâepe, efveoxMe mJe™he, efveoxMe Øekeâej, mecyeesOeve ØeCeeueer, meeceevÙe ceeF›eâesØeesmesmej efveoxMe, yeng keâesj
Jeemlegkeâuee, yeng Øe›eâce Deewj yeng mebieCekeâ~

3. Data Structures and Algorithm : Definition and types, Linear Structures, Non-Linear Data Structures, Hashing and

Collision Resolution Techniques. Searching and Sorting, Algorithms, Analyzing. Algorithms, Complexity of algorithms,

Growth of functions, Performance measurements, Advanced Data Structures, Red-Black trees, B – trees, Binomial

Heaps, Fibonacci Heaps. Introduction to Design Techniques: Divide and Conquer, Greedy algorithms, Optimal

Reliability Allocation, Knapsack, Minimum Spanning trees Prim's and Kruskal's algorithms, Single source shortest paths

– Dijkstra's and Bellman Ford algorithms. Dynamic Programming, Kanpsack, All pair shortest paths – Warshal's and

Floyd's algorithms, Resource allocation problem. Backtracking, Branch and Bound with examples such as Travelling

Salesman, Problem, Graph Coloring, n-Queen Problem, Hamiltonian Cycles and Sum of subsets. Algebraic

computation, fast Fourier Transform, String Matching, Theory of NP – completeness, Approximation algorithms and

Randomized algorithms.

[sše mebjÛeveeÙeW Deewj keâueve efJeefOe–heefjYee<ee Deewj Øekeâej, jwefKekeâ mebjÛevee, iewj jsKeerÙe mebjÛevee, nwefMeie Deewj škeâjeJe, efjpee@uÙetMeve lekeâveerkeâ, 
Keespe Deewj meeFefšbie Suieesefjoce, efJeMues<eCe Suieesefjoce keâer peefšuelee, keâeÙe& ØeoMe&ve, ceehe keâer Je=efæ, GVele [sše mebjÛevee, ueeue-keâeueer Je=#e, yeer-
Je=#e efÉheoerÙe {sj, heâeFyeesvewefÛe {sj~ ef[peeFve lekeâveerkeâ keâe heefjÛeÙe efJeYeeefpele Deewj peerle, ueeueÛeer Suieesefjoce, F°lece efJeÕemeveerÙelee DeeJebšve, yemlee~ 
vÙetvelece hewâues ngS hesÌ[ – efØecme Deewj ke=âmkeâue Suieesefjoce, Skeâue œeesle meyemes Úesše ceeie&–efope#$e  Deewj yesueceve heâes[& Suieesefjoce, ieefleMeerue 
Øees«eeefcebie, yemlee, meYeer peesÌ[er kesâ meyemes Úesšs heLe– JeeMe&ume Deewj heäuee@F[ kesâ Suieesefjoce, mebmeeOeve DeeJebšve mecemÙee, he=‰Yee mebmeeOeve, MeeKee Deewj 
GoenjCe kesâ meeLe yekeâeÙee pewme Ùee$ee efJe›esâlee mecemÙe, «eeheâ jbie, Sve-jeveer mecemÙee, nwefceušefveÙeve Ûe›eâ Deewj meyemesš keâe Ùeesie, yeerpeieefCeleerÙe ieCevee 
heâemš hegâefjÙej š^ebmeheâece&, efmš^bie efceueeve, Sveheer kesâ efmeæevle– hetCe&lee, meefVekeâšve Suieesefjoce Deewj ÙeeÅeefÛÚkeâ Suieesefjoce~ 

4. Problem Solving through C Programming : Basic Programming Concepts, Introduction to: C Programming Language

and programming in C.

meer Øees«eeefcebie kesâ ceeOÙece mes mecemÙee nue keâjvee–cetue Øees«eeefcebie DeJeOeejCeeÙeW, meer Øees«eeefcebie Yee<ee keâe heefjÛeÙe Deewj meer Øees«eeefcebie~
5. Object Oriented Techniques: Object orientation, Encapsulation, information hiding, polymorphism, generosity, Object

Oriented modeling, UML, Structural Modelling, Behavioural, Modelling and Architectural Modelling. Object Oriented 

Analysis, Object oriented design, Object design, Structured analysis and structured design (SA/SD), Jackson Structured

Development (JSD). Object oriented programming style. Introduction to Java, Java Beans, Enterprise Java beans (EJB), Java 

Swing, Java as Internet programming language. The connectivity model, JDBC/ODBC, Bridge, Introduction to servlets.

Jemleg GvcegKe lekeâveerkeâ– Jemleg DeefYeefJevÙeeme, kewâhmetueerkeâjCe, peevekeâejer efÚheevee, yeng™helee, Goejlee, Jemleg GvcegKe cee@[efuebie, ÙetSceSue,
mebjÛeveelcekeâ cee@[efuebie, JÙeJenej cee@[efuebie Deewj Jeemleg cee@[efuebie, Jemleg GvcegKe efJeMues<eCe, Jemleg GvcegKe ef[peeFve, Jemleg ef[peeFve, mebjefÛele
efJeMues<eCe Deewj mejbefÛele ef[peeFve, pewkeämeve mebjefÛele efJekeâeme, Jemleg GvcegKe Øees«eeefcebie Mewueer~ peeJee keâe heefjÛeÙe, peeJee yeervme, GÅece peeJee yeervme,
peeJee efmJebie, Fvšjvesš Øees«eeefcebie Yee<ee kesâ ™he ceW peeJee, keâvesefkeäšefJešer cee@[ue, pes[eryeermeer/Dees[eryeermeer, hegue, meJe&uesšeW keâe heefjÛeÙe~
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6. Operating System: Definition, Design Goals, Evolution, Structure and Functions of Operating System. Process

Management, Memory Management, Concurrent, Concurrent Processes, File and Secondary Storage Management,

UNIX and Shell Programming, Windows Programming.

Dee@hejsefšbie efmemšce–heefjYee<ee, ef[peeFve ue#Ùe, ›eâceeiele GVeefle, mebjÛevee Deewj Dee@hejsefšbie efmemšce kesâ keâeÙe&, Øeef›eâÙee ØeyebOeve, cesceesjer ØeyebOeve,
meceJeleea Øeef›eâÙeeSB, heâeFue Deewj ceeOÙeefcekeâ Yeb[ejCe ØeyevOe, Ùetefvekeäme Deewj Keesue Øees«eeceve, efJeb[espe Øees«eeceve~

7. Database Management Systems: Database Systems, View of Data Models, Database Languages, DBMS Architecture,

Database Users and Data Independence. ER Modelling Relational Model, Introduction to SQL Relational Database

Design, Database Security, Transaction Management, introduction to Query. Processing and Query Optimization,

Concurrency Control, and Recovery Techniques.

[sšeyesme ØeyebOeve leb$e–[sšeyesme efmemšce, [sše cee@[ue keâe ÂMÙe, [sšeyesme Yee<eeDeeW, [erJeerSceSme Jeemlegkeâuee, [sšeyesme GheÙeesiekeâòee& Deewj [sše
mJeleb$elee, F&Deej cee@[efuebie, efjuesMeve cee@[ue, SmekeäÙetSue mes heefjÛeÙe, efjuesMeve [sšeyesme ef[peeFve, [sšeyesme megj#ee, uesveosve ØeyebOeve, ØemebmkeâjCe Deewj
keäJesjer Dee@efhšceeFpesMeve, mebieeefceefle efveÙeb$eCe Deewj hegve&Øeeefhle lekeâveerkeâeW keâe heefjÛeÙe~

8. Computer Networks: Network definition, network topologies, network classifications, network protocol, layered

network architecture, overview of OSI reference. Model, TCP/IP protocol suite. Data Communication Fundamentals and

Techniques, Networks Switching Techniques and Access mechanisms, Data Link Layer Functions and Protocol,

Multiple Access Protocol and Networks, Networks Layer Functions and Protocols, Transport Layer Functions and

Protocols, Overview of Application layer protocol.

kebâhÙetšj vesšJeke&â–vesšJeke&â heefjYee<ee, vesšJeke&â šesheesuee@peer, vesšJeke&â JeieeakeâjCe, vesšJeke&â Øeesšeskeâe@ue, mlejefjle vesšJeke&â, Jeemlegkeâuee, DeesSmeDeeF& meboYe&
cee@[ue, šermeeršer DeeF&heer Øeesšeskeâe@ue metš, [sše mebÛeej cetue efmeæevleeW Deewj lekeâveerkeâeW, vesšJeke&â efmJeefÛebie lekeâveerkeâ Deewj Skeämesme cewkesâefvepce, [sše efuebkeâ
hejle keâeÙe& Deesj Øeesšeskeâe@ue, š^ebmeheesš& uesÙej hebâkeâMevme Deewj Øeesšeskeâe@ue, ShueerkesâMeve uesÙej Øeesšeskeâe@ue keâe DeJeueeskeâve~

9. Software Engineering: Definition, Software development, and life-cycle models, CMM, Software Quality, role of

metrics and measurement. Requirements Analysis and Specification, Software Project Planning, Software Architecture,

Software Design and implementation, Software Testing and Reliability.

meeheäšJesÙej FbpeerefveÙeefjbie–heefjYee<ee, mee@heäšJesÙej efJekeâeme Deewj peerJeve Ûe›eâ cee@[ue, meerSceSce, mee@heäšJesÙej keâer iegCeJeòee, cewefš^keäme keâer Yetefcekeâe Deewj
ceeheve, DeeJeMÙekeâlee efJeMues<eCe Deewj efJeefveoxMe, mee@heäšJesÙej heefjÙeespevee keâer Ùeespevee, mee@heäšJesÙej Jeemlegkeâuee, mee@heäšJesÙej ef[peeFve Deewj keâeÙee&vJeÙeve,
mee@heäšJesÙej hejer#eCe Deewj efJeÕemeveerÙelee~

10. Internet Technology, Web Design and Web Technology: Internet Technology and Protocol, Internet Connectivity,

Internet Network, Services on Internet Electronic Mail, Current Trends on Internet, Web Publishing and Browsing,

HTML, Programming Basics, Interactivity Tools Internet. Security Management Concepts, Information Privacy and

Copyright Issues, Web Technology: protocols, development strategies, applications, Web project and team. Web Page

Designing, Scripting, Server Site Programming.

Fbšjvesš ØeewÅeesefiekeâer, Jesye ef[peeFve Deewj Jesye ØeewÅeesefiekeâer–Fbšjvesš ØeewÅeesefiekeâer Deewj Øeesšeskeâeue, Fvšjvesš keâvesefkeäšefJešer, Fvšjvesš vesšJeke&â,
Fvšjvesš hej mesJeeÙeW, Fueskeäš^e@efvekeâ cesue, Fvšjvesš hej ceewpetoe ™Peeve, Jesye ØekeâeMeve Deewj yeÇeGefpebie, SÛešerSceSue Øees«eeefcebie cetue yeeleW,
Deble&ef›eâÙeeMeeruelee GhekeâjCe, Fbšjvesš megj#ee ØeyevOeve DeJeOeejCeeÙeW, metÛevee ieesheveerÙelee Deewj keâe@heerjeFš cegös, Jesye ØeewÅeesefiekeâer Øeesšeskeâe@ue, efJekeâeme
jCeveerefleÙeeB, DevegØeÙeesie, Jesye Øeespeskeäš Deewj šerce Jesye hespe ef[peeFve, heškeâLee, meJe&j meeFš Øees«eeefcebie~

11. System Analysis And Design: Analysis and Design of a System, documenting and evaluating the system, Data

Modelling, Development of Information Management System, Implementation, Testing and Security Aspects.

efmemšce efJeMues<eCe Deewj ef[peeFve–Skeâ ØeCeeueer keâe efJeMues<eCe Deewj ef[peeFve, ØeCeeueer keâe omleeJespeerkeâjCe Deewj cetuÙeebkeâve, [sše cee@[efuebie
metÛevee ØeyebOeve ØeCeeueer keâe efJekeâeme, keâeÙee&vJeÙeve, hejer#eCe Deewj megj#ee henuet~

12. Information Security and Cyber Laws: Distributed Information Systems, Role of Internet and Web services, Threats

and attacks, Assessing Damages, Security in Mobile and Wireless Computing, Security Threats to E-Commerce, E-

Governance and EDI, Concepts in Electronics payment systems, E-Cash, Credit/Debit Cards. Physical Security-Needs

Disaster and Controls, Basic Tenets of Physical Security and Physical Entry Controls, Access Control Model of

Cryptographic Systems, Design and Implementation Issues, Policies, Network Security, Attacks, Need of Intrusion

'Monitoring and Detection, Intrusion Detection. Security metrics – Classification and their benefits. Information Security

and Laws, Ethics-Ethical Issues, Issues in Data and Software Privacy. Overview and types of Cyber Crimes.

metÛevee megj#ee Deewj meeFyej keâevetve–efJeleefjle metÛevee ØeCeeueer, Fbšjvesš keâer Yetefcekeâe Deewj Jesye mesJeeSB, OeceefkeâÙeeB Deewj nceues, #eeflehetefle& keâe
cetuÙeebkeâve, ceesyeeFue Deewj JeeÙejuesme keâchÙetefšbie ceW megj#ee, F&-JeeefCepÙe kesâ efueS megj#ee KelejeW, F&-Meemeve Deewj F&[erDeeF&, Fueskeäšêefvekeäme Yegieleeve
ØeCeeefueÙeeW ceW DeJeOeejCeeÙeW, F&-vekeâo, ›esâef[š/[sefye[ keâe[&~ Yeeweflekeâ megj#ee–pe™jleW, Deeheoe Deewj efveÙeb$eCe, Yeeweflekeâ megj#ee Deewj Yeeweflekeâ ØeefJeef°
efveÙeb$eCe kesâ yegefveÙeeoer efmeæevle, DeefYeiece efveÙeb$eCe~ ef›eâhšes«eeefheâkeâ efmemšce keâe cee@[ue, ef[peeFve Deewj keâeÙee&vJeÙeve kesâ cegös, veerefleÙeeB~ vesšJeke&â megj#ee,
nceues, Iegmehew" keâer efveiejeveer Deewj henÛeeve keâer DeeJeMÙekeâlee, Iegmehew" keâe helee ueieevee~ megj#ee ceeheve–JeieeakeâjCe Deewj Gvekesâ ueeYe, metÛevee megj#ee
Deewj keâevetve, veweflekeâlee-veweflekeâ cegös, [sše Deewj mee@heäšJesÙej ieesheveerÙelee kesâ cegös, DeJeueeskeâve Deewj meeFyej DehejeOeeW kesâ Øekeâej~

13. Computer Graphics: Types of computer graphics, Graphic Displays Random scan displays, Raster scan displays,

Frame buffer and video controller, Line and Circle generating algorithms, Transformations, Windowing and Clipping.

Three Dimensional graphics, Curves and Surfaces, Hidden Lines and Surfaces.

keâchÙetšj «eeefheâkeäme–keâchÙetšj «eeefheâkeäme kesâ Øekeâej, «eeefheäkeäme ef[mhues, ÙeeÂefÛÚkeâ mkewâve ef[mhues, jemšj mkewâve ef[mhues, øesâce yeheâj Deewj Jeeref[Ùees
efveÙeb$ekeâ, ueeFve Deewj meke&âue GlheVe Suieesefjoce, heefjJele&ve, efJeb[esFbie Deewj efkeäueefhebie, leerve DeeÙeeceer «eeefheâkeäme, Je›eâ Deewj melen, efÚheer ngF& jsKeeÙeW
Deewj melen~
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Gòej ØeosMe ueeskeâ mesJee DeeÙeesie Sue.šer. «es[ hejer#ee, 2018 

keâchÙetšj efJe%eeve
JÙeeKÙee meefnle nue ØeMve-he$e 

1. Which one of the following is prefix

representation of the infix expression

A*(B+C)/D?

FveefHeâkeäme JÙebpekeâ A*(B+C)/D keâe efØeefHeâkeäme JÙebpekeâ
efvecve ceW mes keâewve - mee nw?

(a) /*A+BCD

(b) A+B/CD

(c) +*AB/CD

(d) None of the above/GheÙeg&òeâ ceW mes keâesF& veneR

Ans. (a) : Given infix expression 

A * (B + C) / D 

To convert the infix expression in to prefix notation, 

follow these steps  

((A * (B + C))/D) 

((A * (+ BC)) / D) 

((* A(+ BC))/ D) 

/(* A( + BC))D 

/* A + BCD 

So, the prefix expression is /*A + BCD. 

2. A B-Tree is of order p and consists of n keys.

Its maximum height is

Skeâ B-Tree, efpemekeâe ›eâce p nw SJeb efpemeceW n kegbâefpeÙeeB
nQ, keâer DeefOekeâlece TBÛeeF& nw

(a) log(p/2) (n+1)/2

(b) logpn

(c) log(p/2)(n+1)

(d) None of the above/GheÙeg&òeâ ceW mes keâesF& veneR

Ans. (a) : B-tree is a self-balancing tree data structure 

that maintains sorted data and allows searches, 

sequential access, insertions and deletions in 

logarithmic time. A B-tree is of order p and consists of 

n keys. The maximum of the B-tree is  

max p / 2

n 1
h log

2

+ =  
 

The minimum height of the B-tree is 

( )min ph log n 1 1 = + − 

3. The following postfix expression with single-

digit operands is evaluated using a stack:

efmebieue-ef[efpeš Dee@hejsv[dme kesâ meeLe efvecve heesmšefHeâkeäme
JÙebpekeâ keâe mšwkeâ kesâ ØeÙeesie mes cetuÙeebkeâve ngDee nw :

823^/23*+51*- 

(Note that ^ is the exponentiation operator.) 

The top two elements of the stack after the first 

* is evaluated, are

(OÙeeve oW ^ Skeâ SkeämeheesvesefvMeÙesMeve Dee@hejsšj nw~) henues 

* kesâ cetuÙeebkeâve kesâ yeeo mšwkeâ kesâ oes Meer<e& Sefuecesvšdme

neWies

(a) 6, 1

(b) 5, 7

(c) 3, 2

(d) 1, 5

Ans. (a) : Given postfix expression- 

 823^/23* + 51 * – 

To evaluate the given postfix expression step by step 

using a stack. 

Push 8, Stack : [8] 

Push 2, Stack : [8, 2] 

Push 3, Stack : [8, 2, 3] 

Operator ^ (exponentiation) 

compute 2
3
 = 8,  Stack: [8, 8] 

Operator/ (Division), 

compute 8/8 = 1,  Stack : [1] 

Push 2,   Stack : [1, 2] 

Push 3,   Stack : [1, 2, 3] 

Operator * (Multiplication) 

compute 2× 3 = 6,  Stack : [1, 6] 

At this point, the first * is evaluated. The top two 

elements are 6, 1.  

4. A hash function defined as f(key) = key mod 7

with linear probing is used to insert the keys

37, 38, 72, 48, 98, 11, 56 into a table indexed

from 0 to 6. What will be the location of 11?

Skeâ nwMe HebâkeäMeve f(key) = key mod 7 kesâ ¤he ceW

ueerefveÙej Øeesefyebie kesâ meeLe, heefjYeeef<ele nw~ Fmekeâe ØeÙeesie

kegbâefpeÙeeW 37, 38, 72, 48, 98, 11, 56  keâes 0 mes 6 lekeâ

keâer leeefuekeâe ceW Meeefceue keâjves kesâ efueS efkeâÙee ieÙee nw~

kegbâpeer 11 keâe mLeeve keäÙee nesiee?

(a) 3 (b) 4

(c) 5 (d) 6
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Ans. (c) : To determine the location of the key 11 in the 

hash table, apply the given hash function and resolve 

collisions using linear probing. 

Given hash function 

f(key) = key mod 7 

step-by-step insertion of keys- 

Index Key

0 98

1 56

2 37

3 38

4 72

5 11

6 48

Final Hash Table- 

Insert 37: 

37 mod 7 = 2 

key 37 is placed at index 2 

Insert 38: 

38 mod 7 = 3 

key 38 is placed at index 3 

Insert 72: 

72 mod 7 = 2 

Index 2 is occupied (collision),  

So we use linear probing to find 

the next available index: 

check index 3 → Occupied

check index 4 → Free

key 72 is placed at index 4 

Insert 48: 

48 mod 7 = 6 

key 48 is placed at index 6 

Insert 98: 

98 mod 7 = 0 

key 98 is placed at index 0. 

Insert 11: 

11 mod 7 = 4 

 Index 4 is occupied, so we use linear probing. 

Check index 5 → free

key 11 is placed at index 5. 

Insert 56: 

56 mod 7 = 0 

index 0 is occupied, so we use linear 

probing check index 1 → free

key 56 is placed at index 1. 

So, the location of key 11 is index 5. 

5. The concatenation of two lists is to be

performed in O(1) time. Which of the following

implementations of lists could be used?

oes efuemš keâe keâe@vekewâefšvesMeve O(1) meceÙe ceW nesvee nw~

efvecve ceW mes efkeâme efuemš-keâeÙee&vJeÙeve keâe GheÙeesie nesvee

ÛeeefnS?

(a) Singly linked list/efmebieueer efuebkeä[ efuemš

(b) Doubly linked list/[yeueer efuebkeä[ efuemš

(c) Circular doubly linked list

mekeg&âuej [yeueer efuebkeä[ efuemš

(d) Array implementation of list

efuemš keâe Ssjs keâeÙee&vJeÙeve

Ans. (c) : As list concatenation requires traversing at 

least one list to the end. So singly linked list and doubly 

linked list requires O(n) time complexity whereas 

circular doubly linked list required O (1) time. 

6. Match List-I with List-II and select the correct

answer using the codes given below the Lists:

metÛeer-I keâes metÛeer-II mes megcesefuele keâerefpeS leLee metefÛeÙeeW

kesâ veerÛes efoS ieS ketâš keâe ØeÙeesie keâj mener Gòej ÛegefveS:

List-I/metÛeer-I List-II/metÛeer-II

A. All-pairs shortest 

path/Dee@ue-hesÙeme& 

Mee@šxmš heeLe 

1. Greedy/ef«e[er 

B. Quicksort/efkeâkeâmee@š& 2. Depth-first 

search 

[shLe-Heâmš& meÛe& 

C. Minimum weight 

spanning tree 

efceefvecece Jesš mhewefvebie 

š^er 

3. Dynamic 

programming 

[eÙeveeefcekeâ 

Øees«eeefcebie 

D. Connected 

components 

keâveskeäšs[ keâe@cheesvesvš 

4. Divide and 

conquer/ef[JeeF[ 

SJeb keâe@vkeäJesj 

(a) A B C D 

2 4 1 3

(b) A B C D 

3 4 1 2

(c) A B C D 

3 4 2 1

(d) A B C D 

4 1 2 3
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Ans. (b) : Correct Match- 

List -I List-II 

A. All - Pairs shortest path 3. Dynamic

programming 

B. Quick sort 4. Divide and conquer

C. Minimum weight 1. Greedy

spanning

D. Connected components 2. Depth - firsth search

7. Which of the following algorithms solves the

all-pairs shortest path problem?

efvecve ceW mes keâewve-mee Ssuiee@efjodce Dee@ue-hesÙeme& Mee@šxmš
heeLe Øee@yuece keâes nue keâj mekeâlee nw?

(a) Dijkstra's algorithm/ef[pkeâmš^e Ssuiee@efjodce
(b) Floyd's algorithm/Heäuee@Ùe[ Ssuiee@efjodce
(c) Prim's algorithm/efØece Ssuiee@efjodce
(d) Warshall's algorithm/JeeMe&ue Ssuiee@efjodce

Ans. (b) : The floyd - Warshall algorithm (also known 

as floyd's algorithm) is an algorithm for finding shortest 

paths in a directed weighted graph with positive or 

negative (or zero) edge weights (but with no negative 

cycles). It is used to solve the all - pairs shortest path 

problem.

8. Which of the following sorting algorithms has

the worst time complexity of nlog(n)?

efvecve ceW mes efkeâme mee@efšËie Ssuiee@efjodce keâer Jemš& šeFce
keâe@chuesefkeämešer nlog(n) nesleer nw?

(a) Heapsort/nerhemee@š&
(b) Quicksort/efkeäJekeâmee@š&
(c) Insertion sort/FvedmeMe&ve mee@š&
(d) Selection sort/efmeueskeäMeve mee@š&

Ans. (a) : Heapsort is a comparison - based sorting 

algorithm which can be thought of as implementation of 

selection sort using the right data structure. In heap sort, 

we use binary heap so that we can quickly find and 

move the max element in O (log n) instead of O (n) and 

hence achieve the O (n log n) time complexity. 

9. What is common in three different types of

traversals (inorder, preorder and postorder)?

efvecve ceW mes keâewve-mee meYeer leerve š^wJeme&ueeW (Fve-Dee[&j,
Øeer-Dee@[&j Deewj heesmš-Dee@[&j) ceW Deece neslee nw?
(a) Root is visited before right subtree

¤š keâes jeFš meye-š^er mes henues efJeefpeš keâjles nQ~
(b) Left subtree is always visited before right

subtree/yeeSB meye-š^er keâes ncesMee oeSB meye-š^er mes henues
efJeefpeš keâjles nwb~

(c) Root is visited after left subtree

¤š keâes yeeSB meye-š^er) kesâ yeeo efJeefpeš keâjles nQ~
(d) All of the above/GheÙeg&òeâ meYeer

Ans. (b) : In all three types of binary tree traversals 

(inorder, preorder and post order) the left subtree is 

always visited before the right subtree, irrespective of 

when the root node is visited. 

(i) Preorder traversal - Root → Left subtree → Right

subtree

(ii) Inorder traversal - Left subtree → Root → Right

subtree

(iii) Post order traversal - Left subtree → Right subtree

→ Root

In each case, the left subtree is consistently visited 

before the right subtree.

10. Which of the following is correct recurrence

relation for worst caset of binary search?

yeeFvejer meÛe& kesâ Jemš& kesâme kesâ efueS efvecve ceW mes keâewve-

mee mener efjkeâjsvme efjuesMeve nw?

(a) T(n) = 2T(n/2) + O(1)

T(1) = T(0) = O(1)

(b) T(n) = T(n/2) + O(n)

T(1) = T(0) = O(1)

(c) T(n) = T(n/2) + O(1)

T(1) = T(0) = O(1)

(d) T(n) = T(n/2) + O(log n)

T(1) = T(0) = O(1)

Ans. (c) : In Binary Search, we first compare the given 

element with middle of the array. If given element 

matches with middle element, then we return middle 

index otherwise, we either recur for left half of array or 

right half of array. So recurrence is T (n) = T (n/2) + O 

(1) and T (1) = T (0) = O (1).

11. Which of the following traversal techniques

lists the nodes of a binary search tree in

ascending order?

efvecve š^wJeme&ue lekeâveerkeâeW ceW mes keâewve-mee, yeeFvejer meÛe&

š^er kesâ vees[eW keâes Deejesner ›eâce ceW metÛeeryeæ keâjlee nw?

(a) Postorder/heesmš-Dee@[&j

(b) Preorder/Øeer-Dee@[&j

(c) Inorder/Fve-Dee@[&j

(d) None of the above/GheÙeg&òeâ ceW mes keâesF& veneR

Ans. (c) : Inorder traversal lists the nodes of a binary 

search tree in ascending order. This traversal technique 

visits the nodes in the following order. 

(i) Left subtree

(ii) Root

(iii) Right subtree

As a result, inorder traversal lists the nodes of a binary 

search tree in increasing order. 
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12. A hash table of length 10 uses open addressing

with hash function h(k) = kmod 10 and linear

probing. After inserting 6 values into an empty

hash table, the table is shown below:

uecyeeF&& 10 keâer Skeâ nwMe leeefuekeâe, nwMe Heâueve h(k) =

kmod 10 Deewj ueerefveÙej Øeesefyebie kesâ meeLe Deesheve
Ss[^sefmebie keâe GheÙeesie keâjleer nw~ Skeâ Keeueer nwMe leeefuekeâe
ceW 6 ceeve [eueves kesâ yeeo leeefuekeâe efvecveevegmeej nw :

0 

1 

2 42 

3 23 

4 34 

5 52 

6 46 

7 33 

8 

9 

Which of the following choices gives a 

possible order in which the key values 

could have been inserted in the table?/efvecve 
ceW mes keâewve-mee efJekeâuhe Skeâ mecYeeefJele ›eâce nw 
efpemeceW mes leeefuekeâe ceW cenlJehetCe& ceeve [eues pee 
mekeâles nw? 

(a) 46, 42, 34, 52, 23, 33

(b) 34, 42, 23, 52, 33, 46

(c) 46, 34, 42, 23, 52, 33

(d) 42, 46, 33, 23, 34, 52

Ans. (c) : The question involves a has table of length 10 

using open addressing and linear probing with the hash 

function h(k) = kmod 10. We need to determine the 

correct sequence of insertion based on the given table.  

Option (c) : 46, 34, 42, 23, 52, 33 

• Insert 46 → 46 mod 10 = 6

placed at index 6.

• Insert 34 → 34 mod 10 = 4

placed at index 4.

• Insert 42 → 42 mod 10 = 2

placed at index 2.

• Insert 23 → 23 mod 10 = 3

placed at index 3.

• Insert 52 → 52 mod 10 = 2

collision → next available index is 5.

• Insert 33 → 33 mod 10 = 3

collision → next available index is 7.

Matches the given table, So the possible orders of

insertion is 46, 34, 42, 23, 52, 33.

13. C was primarily developed as a

C cegKÙele: efJekeâefmele keâer ieF&

(a) system programming language

ØeCeeueer Øees«eeefcebie Yee<ee kesâ ¤he ceW
(b) general purpose language

meeceevÙe GösMÙe Yee<ee kesâ ¤he ceW
(c) data processing language

[sše ØemebmkeâjCe Yee<ee kesâ ¤he ceW

(d) None of the above/GheÙeg&òeâ ceW mes keâesF& veneR

Ans. (a) : C was primarily developed as a system 

programming language, particularly for writing 

operating systems and low level applications. It was 

created by Dennis Ritchies in the 1970s for the 

development of the UNIX operating system. 

14. The minimum number of temporary variables

needed to swap the contents of two variables is

oes JewefjSyeueeW kesâ keâe@všsvš keâes mJewhe keâjves kesâ efueS
vÙetvelece DemLeeÙeer JewefjSyeueeW keâer mebKÙee efkeâleveer nesieer?

(a) 1 (b) 2

(c) 3 (d) 0

Ans. (a) : The minimum number of temporary variables 

needed to swap the contents of two variables is 1. 

Swapping the values of two variables generally means 

exchanging the contents of one variable with another. 

15. The program fragment

Øees«eece øewâiecesvš

int a = 5, b = 2; 

printf ("%d", a ++ + ++ b); 

(a) prints 7/efØevš keâjleer nw 7
(b) prints 8/ efØevš keâjleer nw 8

(c) prints 9/ efØevš keâjleer nw 9
(d) None of the above/GheÙeg&òeâ ceW mes keâesF& veneR

Ans. (b) : In given program fragment, the expression 

'a++ + ++b' is evaluated as a+(++b) due to the 

precedence of the increment operator ++. 

The first '++' is the pre-increment operator applied to b, 

so b becomes 3. Then, the expression becomes a + 3, 

where a is 5. 

Thus, the output is 5 + 3 = 8 

So, the correct answer is option (b) prints 8.

16. Consider the following program segment in C

programming language :

C Øees«eeefcebie Yee<ee kesâ efvecve Øees«eece-KeC[ hej efJeÛeej
keâjW :

i = 6720; j = 4; 

while ((i % j) == 0) 

{i = i / j; j = j + 1;} 
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On termination, j will have the value 

meceeefhle hej j keâe ceeve nesiee 
(a) 4

(b) 8

(c) 9

(d) 6720

Ans. (c) : Analyze the given C program segment. 

• Initially, i = 6720 and j = 4

• The while loop will continue as long as (i%j) = = 0,

meaning i is divisible by j.

First iteration (j = 4):

• i % 4 = = 6720 % 4 = = 0 (true),

so the loop executes.

• Now, i = i/j = 6720/4 = 1680

• j = j + 1 = 4 + 1 = 5

Sixth iteration (j = 9):

• i % 9 = = 1 % 9 = = 0 (false)

So the loop terminates.

Hence, the loop terminates when j = 9, so the value of j

at termination is 9.

17. Cosider the following segment of C code :

C keâes[ kesâ efvecve KeC[ hej efJeÛeej keâjWs :
int j, n; 

j = 1 

while (j < = n) j = j*2; 

The number of comparisons made in the 

excution of the loop for any n>0 is /efkeâmeer Yeer 
n>0 kesâ efueS uethe kesâ efve<heeove ceW keâer ieF& legueveeDeeW keâer
mebKÙee nw

(a)
2

log n 1+  
(b) n

(c)
2

log n  

(d)
2

log n 1+  

Ans. (d) : The loop continues while j ≤ n. Each iteration

of the loop multiplies j by 2.  

After k iterations: 

The value of j after k iterations can be represented as j = 

2
k
. 

To find the number of interations k when the loop stops, 

we need to solve: 

2
k
 ≤ n

Taking the logarithm (base2) on both sides 

k ≤ log2(n)

Since k must be an integar, the maximum number of 

complete iterations is  

k = 
2

log n 1+  
Thus, the number of comparisons made in the execution 

of the loop is 
2

log n 1+  

18. What will be the output of the following?

efvecve keâe efveie&le (output) keäÙee nesiee?

main ( ) 

{ 

 int a = 'A'; 

 printf ("%d", a); 

} 

(a) A

(b) a

(c) 65

(d) Compilation error/keâe@cheeFuesMeve $egefš

Ans. (c) : The variable a is declared as an int and 

initialiazed with the value 'A'. In C, characters are 

represented by their ASCII values. The ASCII value for 

the character 'A' is 65. The output of the printf function 

will be 65.

19. What will be the output of the following

program?

efvecve Øees«eece keâe efveie&le (output) keäÙee nesiee?

int f (int x) 

{ 

 static int y; 

y + = x; 

return (y); 

} 

main ( ) 

{ 

   int a, i; 

for (i = 0; i < 6; i++) 

a = f (i); 

printf ("%d", a); 

} 

(a) 6

(b) 8

(c) 10

(d) 15

Ans. (d) : The function f uses a static int y. The static 

keyword ensures that the variable y retains its value 

between function calls. The loop in the main function 

calls f six times with values from 0 to 5, and the return 

value of f is assigned to a each time. 

So, after the last interation 'a' will be equal to 15. The 

final output will be 15.

20. Which of the following is not a storage class

specifier in C programming language?

C Øees«eeefcebie Yee<ee ceW efvecve ceW mes keâewve-mee Skeâ mšesjspe

keäueeme mhesefmeHeâeÙej veneR nw?
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(a) Register/jefpemšj
(b) Volatile/JeesuesšeFue
(c) Extern/Skeämešve&
(d) Typedef/šeFhe[sHeâ

Ans. (b) : In C programming language, Register, Extern 

and Typedef are storage class specifiers. However, 

volatile is not a storage class specifier. It is a type 

qualifier that tells the compiler that a variable's value 

may be changed in ways not explicitly specified by the 

program. 

21. In C language

C Yee<ee ceW
(a) parameters are always passed by values

hewjeceeršjeW keâes ncesMee Yespee peelee nw value Éeje
(b) parameter are always passed by reference

hewjeceeršjeW keâes ncesMee Yespee peelee nw reference Éeje
(c) non-pointer variables are passed by value and

pointers are passed by reference/non-pointer

variables keâes value Éeje Deewj pointers keâes
reference Éeje Yespee peelee nw~

(d) parameters are alsways passed by value

result/hewjeceeršjeW keâes ncesMee Yespee peelee nw value

result Éeje

Ans. (a) : In C programming language, parameters are 

always passed by value. This means that when a 

function is called, the value of the orguments are copied 

to the function's parameters. Any changes made to the 

parameters inside the function do not affect the original 

arguments. Even when pointers are passed to a function, 

the pointer are passed to a function, the pointer itself is 

passed by value, although it can be used to modify the 

data it points to.

22. What does the following C statement mean?

efvecveefueefKele C keâLeve keâe keäÙee DeLe& nw?

scanf ("%4s', str); 

(a) Read exactly 4 charaters from console

keâe@vmeesue mes "erkeâ 4 kewâjskeäšj heÌ{siee
(b) Read maximum 4 characters from console

]keâe@vmeesue mes DeefOekeâlece 4 kewâjskeäšj heÌ{siee
(c) Read a string in multiples of 4

4 kesâ iegCepe ceW Skeâ efmš^bie heÌ{siee
(d) None of the above/GheÙeg&òeâ ceW mes keâesF& veneR

Ans. (b) : The C statement 'Scanf ("%4s",str);' means 

that the function will read a maximum of 4 characters 

from the console input and store them in the 'str' array. 

This includes any spaces and the null terminator, which 

signifies the end of the string. Therefore, the correct 

answer is option (b).

23. Assume the following C variable declaration:

efvecveefueefKele C variable declaration keâes ceeve ueW:

int * A [10], B [10][10]; 

Among the following expressions, which will 

not give compile time errors if used as left-hand 

side of assignment statements in a C program? 

efvecve DeefYeJÙeefòeâÙeeW ceW mes keâewve-mee/mes keâe@cheeFue šeFce 

$egefš veneR osiee/oWies, Ùeefo Skeâ C Øees«eece ceW uesHeäš-nQ[ 

DemeeFveceWš mšsšcesvš keâer lejn ØeÙeesie efkeâÙee peeS? 

I. A[2]

II. A[2][3]

III. B[1]

IV. B[2][3]

(a) I, II and IV only/kesâJeue I, II SJeb IV

(b) II, III and IV only/kesâJeue II, III SJeb IV

(c) II and IV only/kesâJeue II Deewj IV

(d) IV only/kesâJeue IV

Ans. (a) : Among expression I. A[2], II. A[2] [3], and 

IV. B[2] [3], only III B [1] will yield a compile - time

error when used as the left-hand side of assignment

statements. Arrays aren't assignable in C. The rest are

valid assignments referencing pointers or specific array

elements.

24. What is the output of the following C program?

efvecve C Øees«eece keâe efveie&le (output) keäÙee nesiee?

# include 

int main ( ) 

{ 

 int index; 

 for (index = 1; index < = 5; index ++) 

 { 

 printf ("%d", index); 

 if (index = = 3) 

continue; 

 } 

} 

(a) 1245

(b) 12345

(c) 12245

(d) 12354

Ans. (b) : In given C program, the continue statement 

skips the remaining statements in the current interation 

of the loop and proceeds to the next itration. In this 

program, there are no statements after the continue, so 

its presence doesn't affect the program's behavior.  

The output is simply the numbers from 1 to 5 printed 

sequentially 12345.


